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ABSTRACT

Breakthrough Listen is the most comprehensive and sensitive search for extraterrestrial intelligence (SETI) to date,

employing a collection of international observational facilities including both radio and optical telescopes. During the

first three years of the Listen program, thousands of targets have been observed with the Green Bank Telescope (GBT),

Parkes Telescope and Automated Planet Finder. At GBT and Parkes, observations have been performed ranging from

700 MHz to 26 GHz, with raw data volumes averaging over 1 PB / day. A pseudo-real time software spectroscopy suite

is used to produce multi-resolution spectrograms amounting to approximately 400 GB h−1 GHz−1 beam−1. For certain

targets, raw baseband voltage data is also preserved. Observations with the Automated Planet Finder produce both

2-dimensional and 1-dimensional high resolution (R ∼ 105) echelle spectral data.

Although the primary purpose of Listen data acquisition is for SETI, a range of secondary science has also been

performed with these data, including studies of fast radio bursts. Other current and potential research topics include

spectral line studies, searches for certain kinds of dark matter, probes of interstellar scattering, pulsar searches,

radio transient searches and investigations of stellar activity. Listen data are also being used in the development of

algorithms, including machine learning approaches to modulation scheme classification and outlier detection, that have

wide applicability not just for astronomical research but for a broad range of science and engineering.

In this paper, we describe the hardware and software pipeline used for collection, reduction, archival, and public

dissemination of Listen data. We describe the data formats and tools, and present Breakthrough Listen Data Release

1.0 (BLDR 1.0), a defined set of publicly-available raw and reduced data totalling 1 PB.
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1. INTRODUCTION

The Breakthrough Listen (hereafter BL) project (Worden et al. 2018), announced at the Royal Society in London

in 2015 July, is currently undertaking searches for extraterrestrial intelligence (SETI) at telescope facilities across the

globe. Motivated by the idea that some human technologies used for communication, propulsion, or other purposes,

generate signatures that could be detected by a sufficiently sensitive telescope at interstellar distances, BL conducts

observational astronomy programs targeting such “technosignatures” that may betray the presence of technology, and

hence advanced life, on worlds other than our own.

Currently, BL undertakes the search for technosignatures at both radio and optical wavelengths. The radio search

currently employs two large single-dish telescopes, the Robert C. Byrd Green Bank Telescope (GBT; MacMahon

et al. 2018) in West Virginia, USA, and the CSIRO Parkes Radio Telescope (Price et al. 2018) in New South Wales,

Australia. The optical search currently employs the Automated Planet Finder (APF) at Lick Observatory in California,

USA. The program will soon expand to include radio observations using the MeerKAT telescope in South Africa and

the VERITAS Cherenkov Telescope at the Whipple Observatory in Arizona, USA. Pilot programs and collaboration

agreements are also in place for additional facilities, including the FAST 500m telescope in Guizhou Province, China

(Ini 2016), the Murchison Widefield Array in Western Australia (Tingay et al. 2018), and the Jodrell Bank Observatory

in Manchester, UK.

Core observational goals for the BL program include multiwavelength observations of ∼1700 nearby stars and 100

nearby galaxies, a radio survey of one million additional nearby stars and radio and optical observations of the

Galactic Plane and the Galactic Center (GP/GC). The one million star survey will be performed using dedicated

digital beamformer hardware at MeerKAT, allowing dozens of stars within the primary MeerKAT field of view to be

observed simultaneously. These commensal (contemporaneously using the same data stream) observations will occur

with the BL instrument alongside all other uses of the facility.

In addition to the core program, BL occasionally observes other targets of interest. These have thus far included

objects in our own Solar System, including the asteroid BZ 509 (Price et al. 2019) the interstellar object ‘Oumuamua

(Enriquez et al. 2018), as well as other “exotica” such as Boyajian’s Star (Wright & Sigurdsson 2016), Ross 128

(Enriquez et al. 2019), candidate technosigntures from other research programs (Croft et al. 2016) and a number of

fast radio bursts (FRBs). The BL backends at GBT and Parkes have also been made available in shared-risk mode

for proposals from the astronomical community, which are considered for allocations of general observer time by the

telescope time allocation committees.

The bulk of observations conducted during the first three years of the BL program have focused on nearby stars

drawn from the sample described by Isaacson et al. (2017). An initial SETI search of GBT data on 692 stars from

this sample was presented by Enriquez et al. (2017). Since 2016, additional stars from Isaacson et al. (2017) have been

observed by the BL facilities, and our analysis techniques have been, and continue to be, refined. An updated analysis

of radio observations of a larger sample of these stars is presented in Price et al. (submitted).

This paper describes our data acquisition, formats, reduction, and archiving. We also announce the release of ∼ 1 PB

of public data, which forms BL Data Release 1.0 (BLDR 1.0), and consists of:

• Radio spectrograms for the 1327 stars presented in the analysis of Price et al. (submitted) – 882 from L-band

and 1005 from S-band receivers at GBT (Table 1) and 189 from the 10-cm receiver at Parkes, along with

corresponding observations of pulsar, flux calibrator, and reference (“off”) sources

• Optical spectra, including both 2D and corresponding extracted 1D spectra, for 789 stars observed by APF

• Raw time domain voltage data and corresponding spectrograms from radio observations of FRB 121102 (GBT)

and FRB 180301 (Parkes)

The remainder of this paper is structured as follows: Section 2 describes data acquisition and reduction procedures

for BL observations with GBT and Parkes, Section 3 describes data acquisition and reduction procedures for BL

observations with APF, and Section 4 details the design and interface for the BL public data archive. Appendix A

describes the file naming conventions used for BL data products. Appendix B lists the header information for raw and

filterbank files.

2. BREAKTHROUGH LISTEN ON GBT AND PARKES
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The digital backends used by BL at radio observatories consist of clusters of compute nodes with large amounts of

storage, each with one or more graphics processing units (GPUs) for reduction and processing; storage nodes, with

additional capacity intended for longer-term data storage, and head nodes that provide boot images and a login gateway

to the compute and storage nodes. The GBT BL instrument (MacMahon et al. 2018) saw first light in 2015 December,

and currently consists of 9 storage nodes and 65 compute nodes (64 active plus one spare), with a total usable capacity

of ∼ 8 PB. The Parkes BL instrument (Price et al. 2018) saw first light in 2016 September, and currently consists

of 6 storage nodes and 27 compute nodes (26 active plus one spare), with capacity 3:5 PB. The upcoming MeerKAT

instrument will be described in a future paper.

The basic data pipeline is illustrated graphically in Figure 1, and is described in detail below. At Parkes and GBT,

BL compute nodes receive digitized complex voltages from FPGA data acquisition systems (MacMahon et al. 2018),

which are subsequently written to large disk arrays in GUPPI (Green Bank Ultimate Pulsar Processing Instrument;

Ransom et al. 2009) raw format. The GUPPI format is derived from the FITS standard (Wells et al. 1981; Pence

et al. 2010), and has been used in a number of other SETI experiments that employed the original GUPPI instrument,

beginning with Siemion et al. (2013) and continuing more recently with Margot et al. (2018) and Pinchuk et al. (2019).

Each BL compute node (denoted blc00 through blcXY in Figure 1) captures a portion of the total bandwidth during

observing with a maximum of 187.5 MHz of dual-polarization, 8-bit sampled voltage data at a rate of 6 Gb s−1 per node.

While the raw data format allows for frequency overlap between nodes, BL does not implement this functionality.

BL observing sessions last between 2 and 12 hours. During the gaps between sessions,which are at least as long as

the sessions themselves, raw data are processed using a GPU-accelerated Fast Fourier Transform (FFT) code, and the

resultant spectrograms are archived. For certain targets of interest, we also choose to archive some of the raw voltages

to permit additional post-processing. One example of such a target is FRB 121102; the 400 TB raw dataset that was

used in the analysis of Gajjar et al. (2018) and Zhang et al. (2018) is being made publicly available as part of BLDR

1.0.

Searches for technosignatures are performed with custom pipelines. These include SPANDAK (Gajjar et al. 2018),

used to search for broadband pulses, and TurboSETI (Enriquez et al. 2017), used to search for narrowband drifting

signals, in addition to algorithms under development including machine learning approaches.

2.1. Observing strategy

The standard BL observing procedure at GBT and Parkes is to observe in cadences of 30 minutes. Primary targets

are selected from a MySQL target database (Figure 1), and observing scripts are generated for each session based on

designated target priorities and the amount of data already obtained for each target. The database is updated after

each run. The observing script controls the observations via an interface with the facility software (astrid and cleo

at GBT1; TCS at Parkes2), and also manages the operation of the BL backend cluster which records the digitized raw

voltages from the telescope.

For single-pixel instruments at GBT and Parkes, an observing strategy of alternating (or “nodding”) between

intended sources and nearby reference points in the sky is adopted in order to discriminate against the main contaminant

for any radio SETI search: human generated radio frequency interference (RFI). The intensity and morphology of

detected RFI signals may vary with time and with telescope position, but almost never in such a way that only

the intended sources are affected but not the reference sources. By looking for signals detected in only the primary

location, we thereby apply a spatial filter that preferentially isolates signals that may be coming from the direction of

the primary target being observed.

Each primary target is observed for three 5-minute integrations, interspersed with three 5-minute scans of nearby

comparison targets. Primary targets are denoted as “A” or “ON” targets. Early in the BL program our “OFF”

targets were a nearby blank sky pointing (reflected with an “ OFF” suffix in the target name), but several months

after our GBT program began we modified the strategy. Instead of nodding to a nearby blank part of the sky we

now alternate the primary “A” targets with three different nearby stars (denoted “B”, “C”, and “D”), such that our

standard cadence is now “ABACAD”. This method maximizes the number of observed stars while still allowing for

RFI detection and removal. An example set of recently recorded Green Bank data is shown in Figure 2. Information

regarding the file naming conventions is given in Appendix A.

1 GBT Observer’s Guide - https://science.nrao.edu/facilities/gbt/observing/GBTog.pdf
2 Parkes Radio Telescope Users Guide - http://www.parkes.atnf.csiro.au/observing/documentation/user_guide/pks_ug.pdf

https://science.nrao.edu/facilities/gbt/observing/GBTog.pdf
http://www.parkes.atnf.csiro.au/observing/documentation/user_guide/pks_ug.pdf
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Figure 1. Flowchart illustrating the BL data pipeline. Purple-colored boxes represent the 
ow of data through the acquisition
and reduction steps and brick-colored boxes represent analysis pipelines. Green boxes represent physical compute hardware
and resources, i.e. the BL compute nodes (blcXY), storage nodes (blsX), public data nodes (blpdX), and cloud storage through
which the data passes. Parenthetical tags show data formats when �les are created or converted. The dashed arrows illustrate
that while most raw data are not archived inde�nitely ( x 2), a small fraction of the raw data is made available as part of our
public datasets, and during reduction a small fraction is passed to the SETI@home network (Section 2.3).

For Parkes we kept the original strategy of nodding between the target source and a nearby blank point in the sky.
The naming of on/o� targets is di�erent than at GBT due to TCS conventions. The \ON" targets have an \ S" su�x
(source) and the \OFF" targets have an \ R" su�x (reference).

We typically observe one bright pulsar and one bright radio calibrator at the beginning of each session. Immediately
after each pulsar observation, the pulsar data are processed using the standard pulsar tools. We useprepfold from
PRESTO (Ransom 2011), DSPSR (van Straten & Bailes 2011), and PSRCHIVE (van Straten et al. 2012) to check
that the pulsar is detected, and as a diagnostic of instrument performance. The expected signal-to-noise ratio (SNR)
is compared with the observed SNR as a diagnostic of instrument sensitivity (Figure 3). Since pulsars are known to
show scintillation prohibiting their use for 
ux calibration, we also observe standard 
ux calibrator sources during
each session. Flux calibration is not currently a part of our standard reduction pipeline { we perform detection and
signal characterization in instrumental units, or perform an approximate calibration using the radiometer equation.
However, work is underway to 
ux- and polarization-calibrate all of our data products. This work will be extended
back to data in our archive using the calibrator sources that have been observed thus far.

At GBT we can record up to a 10 GHz-wide band from any of the GBT receivers; this is the full bandwidth that
the analog downconversion systems can deliver from any given receiver. The �rst three years of our GBT program


